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Goals 
ARQMath aims to advance techniques for math-aware search, 
and semantic analysis of mathematical notation and texts


Collection 
Math Stack Exchange (MSE) is a widely-used community 
question answering forum containing over 1 million questions 

• Internet Archive provides free & public MSE snapshots

• Collection: Questions and answers from 2010-2018

• Topics: Questions from 2019


Formulas in appearance (LaTeX, Presentation MathML) and 
‘semantic’ operation encodings (Content MathML)
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ARQMath Tasks

1.  Finding answers to math questions


2.  Formula search


Note: Task 2 queries are from Task 1 questions
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Task 1:  Finding answers to math questions
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Given a posted question as a query, 

search  answer posts, and return relevant answers 
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Task 2:  Formula search
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Given a formula in a question, 

search questions and answers, and return relevant formulas 

with their posts (context) 

ARQMath
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Submitted Runs

\
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Table 2. Submitted Runs for Task 1 (18 runs) and Task 2 (11 runs). Additional
baselines for Task 1 (5 runs) and Task 2 (1 run) were also generated by the organizers.

Automatic Runs Manual Runs
Primary Alternate Primary Alternate

Task 1: Question Answering
Baselines 4 1

DPRL 1 3

MathDowsers 1 3 1

MIRMU 3 2

PSU 1 2

ZBMath 1

Task 2: Formula Retrieval
Baseline 1

DPRL 1 3

MIRMU 2 3

NLP-NIST 1

ZBMath 1

2. Please see the participant papers in the working notes for descriptions of the
systems that generated these runs.

Of the 17 runs declared as automatic, two were in fact manual runs (for
ZBMath, see Table 2).

4.3 Baseline Runs

As organizers, we ran five baseline systems for Task 1. The first baseline is
a TF-IDF (term frequency–inverse document frequency) model using the Ter-
rier system [17]. In the TF-IDF baseline, formulae are represented using their
LATEX string. The second baseline is Tangent-S, a formula search engine using
SLT and OPT formula representations [5]. One formula was selected from each
Task 1 question title if possible; if there was no formula in the title, then one
formula was instead chosen from the question’s body. If there were multiple for-
mulae in the selected field, the formula with the largest number of nodes in its
SLT representation was chosen. Finally, if there were multiple formulae with the
highest number of nodes, one of these was chosen randomly. The third baseline
is a linear combination of TF-IDF and Tangent-S results. To create this combi-
nation, first the relevance scores from both systems were normalized between 0
and 1 using min-max normalization, and then the two normalized scores were
combined using an unweighted average.

The TF-IDF baseline used default parameters in Terrier. The second base-
line (Tangent-S) retrieves formulae independently for each representation, and
then linearly combines SLT and OPT scoring vectors for retrieved formulae [5].
For ARQMath, we used the average weight vector from cross validation results
obtained on the NTCIR-12 formula retrieval task.

The fourth baseline was the ECIR 2020 version of the Approach0 text +
math search engine [22], using queries manually created by the third and fourth
authors. This baseline was not available in time to contribute to the judgment
pools and thus was scored post hoc.

Task 1

5 Teams 

18 Runs

+5 Baselines


Task 2

4 Teams 

11 Runs

+1 Baseline


Total:

6 Teams

29 Team runs

35 Total runs


Manual and Automatic

Teams were from Canada (MathDowsers), the Czech Republic (MIRMU),  
Germany (ZBMath), India (NLP-NIST), and USA (DPRL, PSU)
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Evaluation:  
Answer Retrieval (77 topics)
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Table 4. Relevance Scores, Ratings, and Definitions for Tasks 1 and 2.

Task 1: Question Answering
Score Rating Definition

3 High Sufficient to answer the complete question on its own

2 Medium Provides some path towards the solution. This path might come from clar-

ifying the question, or identifying steps towards a solution

1 Low Provides information that could be useful for finding or interpreting an

answer, or interpreting the question

0 Not Relevant Provides no information pertinent to the question or its answers. A post

that restates the question without providing any new information is con-

sidered non-relevant

Task 2: Formula Retrieval
Score Rating Definition

3 High Just as good as finding an exact match to the query formula would be

2 Medium Useful but not as good as the original formula would be

1 Low There is some chance of finding something useful

0 Not Relevant Not expected to be useful

answer, but an external link to the Wikipedia page https://en.wikipedia.
org/wiki/Pythagorean_theorem would not be followed.

Training Set. The fourth author created a small set of relevance judgment
files for three topics. We used duplicate question links to find possibly relevant
answers, and then performed relevance judgments on the same 0, 1, 2 and 3
scale that was later used by the assessors. We referred to this as a ‘training set,’
although in practice such a small collection is at best a sanity check to see if

…

…

Top-20 answers selected from
alternate runs for a given query.

Top-50 answers selected from baselines,
primary and manual runs, for a given query.

Pooling

Task 1: QUESTION ANSWERING

Fig. 2. Pooling Procedures. For Task 1, the pool depth for baselines, primary, and
manual runs is 50, and for alternate runs 20. For Task 2 pool depth is the rank at which
k visually distinct formulae are observed (25 for primary/baseline, 10 for alternate).

Evaluation pool: set of unique 
answers in top-k results from runs


Pool Depths (k)

50   Primary, manual, baseline  
20   Alternate runs


Pooled Hits (answers)

> 39,000 hits ( Avg: 508.5 / topic )


Average Time to Assess a Hit

63.1 seconds 

• 4-level relevance (Not, Low, Med, High) 
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Table 4. Relevance Scores, Ratings, and Definitions for Tasks 1 and 2.

Task 1: Question Answering
Score Rating Definition

3 High Sufficient to answer the complete question on its own

2 Medium Provides some path towards the solution. This path might come from clar-

ifying the question, or identifying steps towards a solution

1 Low Provides information that could be useful for finding or interpreting an

answer, or interpreting the question

0 Not Relevant Provides no information pertinent to the question or its answers. A post

that restates the question without providing any new information is con-

sidered non-relevant

Task 2: Formula Retrieval
Score Rating Definition

3 High Just as good as finding an exact match to the query formula would be

2 Medium Useful but not as good as the original formula would be

1 Low There is some chance of finding something useful

0 Not Relevant Not expected to be useful

answer, but an external link to the Wikipedia page https://en.wikipedia.
org/wiki/Pythagorean_theorem would not be followed.

Training Set. The fourth author created a small set of relevance judgment
files for three topics. We used duplicate question links to find possibly relevant
answers, and then performed relevance judgments on the same 0, 1, 2 and 3
scale that was later used by the assessors. We referred to this as a ‘training set,’
although in practice such a small collection is at best a sanity check to see if

…

…

Top-10 visually distinct formulae selected from
each alternate run for a given formula query.

Top-25 visually distinct formulae selected from baseline
and each primary run, for a given formula query.

Pooling

Task 2: FORMULA RETRIEVAL

Fig. 2. Pooling Procedures. For Task 1, the pool depth for baselines, primary, and
manual runs is 50, and for alternate runs 20. For Task 2 pool depth is the rank at which
k visually distinct formulae are observed (25 for primary/baseline, 10 for alternate).

Evaluation pool: visually distinct formula 
set, differing by symbol positions on writing 
lines where available, LaTeX otherwise


Up to 5 posts per distinct formula selected                
MAX relevance score used for each formula


Pool Depths for Distinct Formulas (k)

25   Primary, baseline 
10   Alternate runs


Pooled Visually Distinct Formulas 

> 5,600 ( Avg: 125 distinct formulae / topic )

• Only 1.6% of formulas in > 5 posts 


Avg. Formula Eval. Time (1-5 posts apiece)

38.1 seconds - 4-level relevance (N,L,M,H)

Evaluation:  
Formula Search (45 topics)
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A Appendix: Evaluation Results

Table A1. Task 1 (CQA) results, averaged over 77 topics. P indicates a primary run,
M indicates a manual run, and (X) indicates a baseline pooled at the primary run
depth. For Precision@10 and MAP, H+M binarization was used. The best baseline
results are in parentheses. * indicates that one baseline did not contribute to judgment
pools.

Run Type Evaluation Measures
Run Data P M nDCG0 MAP0 P@10
Baselines

Linked MSE posts n/a (X) (0.279) (0.194) (0.384)
Approach0* Both X 0.250 0.099 0.062
TF-IDF + Tangent-S Both (X) 0.248 0.047 0.073
TF-IDF Text (X) 0.204 0.049 0.073
Tangent-S Math (X) 0.158 0.033 0.051
MathDowsers

alpha05noReRank Both 0.345 0.139 0.161

alpha02 Both 0.301 0.069 0.075
alpha05translated Both X 0.298 0.074 0.079
alpha05 Both X 0.278 0.063 0.073
alpha10 Both 0.267 0.063 0.079
PSU

PSU1 Both 0.263 0.082 0.116
PSU2 Both X 0.228 0.054 0.055
PSU3 Both 0.211 0.046 0.026
MIRMU

Ensemble Both 0.238 0.064 0.135
SCM Both X 0.224 0.066 0.110
MIaS Both X 0.155 0.039 0.052
Formula2Vec Both 0.050 0.007 0.020
CompuBERT Both X 0.009 0.000 0.001
DPRL

DPRL4 Both 0.060 0.015 0.020
DPRL2 Both 0.054 0.015 0.029
DPRL1 Both X 0.051 0.015 0.026
DPRL3 Both 0.036 0.007 0.016
zbMATH

zbMATH Both X X 0.042 0.022 0.027

Answer Retrieval 
Results (77 topics)
Rank Metric: avg. nDCG , prime for 
evaluated hits only (Sakai & Kando, 
2008). Uses graded relevance.


Binarization: avg. MAP , avg. 
Precision@10 with Medium + High 
ratings considered ‘relevant’


Linked MSE Post Baseline: semi-
oracle, access to MSE duplicate 
question links. All answers from 
duplicate questions ranked by votes 


MathDowsers: BM25+ ranking over 
Symbol Layout Tree (SLT) features 
and keywords in a single framework, 
Tangent-L (Fraser et al., 2018)

′ 

′ 
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Table A2. Task 2 (Formula Retrieval) results, averaged over 45 topics and computed
over deduplicated ranked lists of visually distinct formulae. P indicates a primary run,
and (X) shows the baseline pooled at the primary run depth. For MAP and P@10,
relevance was thresholded H+M binarization. All runs were automatic. Baseline results
are in parentheses.

Evaluation Measures
Run Data P nDCG0 MAP0 P@10
Baseline

Tangent-S Math (X) ( 0.506 ) (0.288) ( 0.478 )

DPRL

TangentCFTED Math X 0.420 0.258 0.502

TangentCFT Math 0.392 0.219 0.396
TangentCFT+ Both 0.135 0.047 0.207
MIRMU

SCM Math 0.119 0.056 0.058
Formula2Vec Math X 0.108 0.047 0.076
Ensemble Math 0.100 0.033 0.051
Formula2Vec Math 0.077 0.028 0.044
SCM Math X 0.059 0.018 0.049
NLP_NITS

formulaembedding Math X 0.026 0.005 0.042

Formula Search 
Results (45 topics)
Rank Metric: avg. nDCG 


Tangent-S baseline: SLT and 
Operator Tree (OPT) feature + 
structure matching + score 
weights (Davila & Zanibbi, 2017)


TangentCFTED: TangentCFT 
(Mansouri et al., 2019) FastText 
SLT and OPT tuple embeddings 
+ tree edit-distance reranking


′ 
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Closing Notes
Training models directly from MSE votes / selections was not 
beneficial for a number of teams 


‘Pure’ embedding models did not obtain the strongest results. 
Surprisingly, best performing systems did not use embeddings


Task 1 is the first CQA task for math-aware search; Task 2 is the 
first context-aware formula retrieval task


For Task 2, +27 topics after evaluation,74 Task 2 topics now 
available in addition to the 77 topics for Task 1


Collection data, tools, and assessments available online.
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Assessors


Gabriella Wolf

Assessors are senior &

recently graduated 

undergraduate math 

students from RIT



ARQMath
13

Doug Oard

Anurag AgarwalBehrooz Mansouri

Justin Haverlick

Josh Anglum

Gabriella Wolf

Riley Kieffer

Ken Shultes

Kiera Gross

Minyao LiWiley Dole

Richard Zanibbi

Important Note: 
Justin, Josh and Minyao will 
participate in panels

on assessment during 

ARQMath sessions Friday
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ARQMath 
Please join our sessions on Friday!


Also, please consider participating 

next year at CLEF 2021!


https://www.cs.rit.edu/~dprl/ARQMath
#ARQMath

Send Email to: rxzvcs@rit.edu 
Our thanks to the National Science Foundation (USA)



